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Introduction

Many of the groups… are far too small to al-
low of any definite opinion being formed at all, 
having regard to the size of the probable error 
involved (Karl Pearson, 1904).

Meta-analysis refers to the analysis of analy-
ses. I use it to refer to the statistical analysis 
of a large collection of results from individual 
studies for the purpose of integrating findings. 
It connotes a rigorous alternative to the casual, 
narrative discussions of research studies which 
typify our attempts to make sense of the rap-
idly expanding literature (Gene Glass; 1976).
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ABSTRACT

The present work is an overview of the main pitfalls which may occur when a researcher performs a meta-
analysis. The main goal is to help clinicians evaluate published research results. Organizing and carrying out a 
meta-analysis is hard work, but the findings can be significant. Meta-analysis is a powerful tool to cumulate and 
summarize the knowledge in a research field, and to identify the overall measure of a treatment’s effect by com-
bining several conclusions. However, it is a controversial tool, because even small violations of  certain rules can 
lead to misleading conclusions. In fact, several decisions made when designing and performing a meta-analysis 
require personal judgment and expertise, thus creating personal biases or expectations that may influence the 
result. Meta-analysis’ conclusions should be interpreted in the light of various checks, discussed in this work, 
which can inform the readers of the likely reliability of the conclusions. Specifically, we explore the principal 
steps (from writing a prospective protocol of analysis to results’ interpretation) in order to minimize the risk of 
conducting a mediocre meta-analysis and to support researchers to accurately evaluate the published findings.

Keywords: meta-analysis, systematic review, limits, difficulties, recommendations.

Karl Pearson (1) was probably the first med-
ical researcher to report the use of formal 
techniques to combine data from different 
studies when examining the preventive ef-
fect of serum inoculations against enteric 
fever. 
All individual estimates were presented for 
the first time in a table, together with the 
pooled estimate. However, a method for un-
certainty estimation had not yet been iden-
tified. Although such techniques would be 
widely ignored in medicine for many years 
to come (2), social sciences, especially psy-
chology and educational research, showed 
particular interest in them. Indeed, in 1976 
the psychologist Gene Glass (3) coined the 
term “meta-analysis” in a paper entitled 
“Primary, Secondary and Meta-analysis of 
Research”, to help make sense of the grow-
ing amount of data in literature. Since the 
80s, the amount of information generated 
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by meta-analyses grew constantly, up to 
the point of becoming overwhelming. A 
PubMed (http://www.ncbi.nlm.nih.gov/
pubmed/) search of the word “meta-analy-
sis”, in the title or in the abstract, yielded 
39,840 hints (update at December 31th, 
2012), 7,665 (19%) of them only in the year 
2012 (Figure 1). 
Meta-analysis is a powerful tool to cumulate 
and summarize the knowledge in a research 
field through statistical instruments, and to 
identify the overall measure of a treatment’s 
effect by combining several individual re-
sults (4). However, it is a controversial tool, 
because several conditions are critical and 
even small violations of these can lead to 
misleading conclusions. In fact, several de-
cisions made when designing and perform-
ing a meta-analysis require personal judg-
ment and expertise, thus creating personal 
biases or expectations that may influence 
the result (5, 6).
As statistical means of reviewing primary 
studies, meta-analyses have inherent ad-
vantages as well as limitations (7). Pool-
ing data through meta-analysis can create 
problems, such as non linear correlations, 

multifactorial rather than unifactorial ef-
fects, limited coverage, or inhomogeneous 
data that fails to connect with the hypoth-
esis. Despite these problems, the meta-anal-
ysis method is very useful: it establishes 
whether scientific findings are consistent 
and if they can be generalized across popu-
lations, it identifies patterns among stud-
ies, sources of disagreement among results, 
and other interesting relationships that may 
emerge in the context of multiple studies. 
This short article introduces the basic criti-
cal issues in performing meta-analysis with 
the aim of helping clinicians assess the mer-
its of published results. 
 
Meta-analysis’ protocol registration
It is important to write a prospective anal-
ysis’ protocol, which specifies the objec-
tives and methods of the meta-analysis. 
Having a protocol can help restrict the 
risk of biased post hoc decisions in meth-
ods, such as selective outcome reporting.  
The PRISMA (Preferred Reporting Items 
Systematic Reviews and Meta-Analysis) 
guidelines (8) recommend the prior reg-
istration of the protocol of any systematic 

Figure 1 - Amount of information generated by meta-analyses. PubMed search of the words “meta-analysis” 
in the published literature.
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review and meta-analysis, requiring that 
this protocol should be made accessible be-
fore any hands-on work is done. The prior 
registration (i.e. through PROSPERO - In-
ternational prospective register of system-
atic reviews - http://www.crd.york.ac.uk/
Prospero/) should prevent “the risk of mul-
tiple reviews addressing the same question, 
reduce publication bias, and provide greater 
transparency when updating systematic 
reviews”. It is also true that meta-analyses 
are published only after passing through at 
least two steps: peer reviews and an edito-
rial decision. These filters may be sufficient 
to decide whether a meta-analysis is good 
and novel enough to deserve publication. 
Takkouche B et al. (9) stated that an ad-
ditional committee or register does not in-
crease the quality of what is published but it 
only increases bureaucracy. 
Rigorous meta-analyses undertaken accord-
ing to standard principles (pre-specified 
protocol, comparable definitions of key out-
comes, quality control of data, and inclusion 
of all information available) will ultimately 
lead to more reliable evidence on the effi-
cacy and safety of interventions than either 
retrospective meta-analysis (10).
 
Identification and selection of studies
The first reason to criticize the meta-an-
alytic method is that it provides evidence 
extracted and integrated from a number of 
primary studies, not from a random sam-
pling; thus, results cannot lead to test rela-
tions such as causality (11). However, meta-
analysis may lead to support or rejection of 
the generalization of primary evidence, and 
may contribute to direct future research in 
a field. Moreover, meta-analysis results can 
improve understanding, but sometimes they 
may not be very helpful in clinical practice. 
In this context, the definition of the scien-
tific start-point (population and interven-
tion) is crucial: the clinical question can 
either be broad or very narrow. Broad in-

clusion criteria could increase the hetero-
geneity between studies, making it difficult 
to apply the results to specific patients; 
narrow inclusion criteria make it hard to 
find pertinent studies and to generalize the 
results in clinical practice. Hence, the re-
searcher should find the right compromise, 
focusing on the benefits for the patient. 
One of the aims of meta-analysis is to take 
into account all the available evidence from 
multiple independent sources to evaluate 
an hypothesis (6). However, meta-analysis 
usually includes only a small fraction of the 
published information, often derived from 
a small range of methodological designs 
(i.e. meta-analysis restricted to random-
ized clinical trials or to English languages). 
It is also true that with limited resources 
it is impossible to identify all the evidence 
available in the literature. Systematic re-
views, in contrast to traditional narrative 
reviews, require an objective and a repro-
ducible search of a series of sources to iden-
tify as many relevant studies as possible 
(12). The search strategy should be com-
prehensive and sensitive; searching more 
than one computerized database is strongly 
recommended. Commonly searched data-
bases are: MEDLINE (http://www.nlm.
nih.gov/pubs/factsheets/medline.html), 
including PubMed (http://www.ncbi.nlm.
nih.gov/pubmed/), The Cochrane Central 
Register of Controlled Trials (CENTRAL) 
(http://www.mrw.interscience.wiley.com/
cochrane), and EMBASE (http://www.em-
base.com). These databases are available 
to individuals free of charge, on a subscrip-
tion or on a ‘pay-as-you-go’ basis. They can 
also be available free of charge through na-
tional provisions, professional organization 
or site-wide licenses at institutions such 
as universities or hospitals. There are also 
regional electronic bibliographic databases 
that include publications in local languages 
(12). Additional studies can be identified 
employing the “backward snowballing” (i.e. 
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scanning of references of retrieved articles 
and pertinent reviews) or investigating the 
“grey literature”, namely the literature that 
is not formally published in sources such as 
books or journal articles (i.e. personal com-
munications, conferences, abstracts, etc). 
Authors often provide supplementary 
data, not included in the original publica-
tions or relative to unpublished studies. 
Decisions regarding what primary evidence 
to include in a meta-analysis depend on 
evidence availability. Practical problems, 
regarding access to primary data, include 
studies published in languages foreign to 
the researcher and evidence available only 
confidentially or in the “gray literature” 
of congress and dissertations. Similar is-
sues are faced by analysts who want to 
perform a meta-analysis with individual 
patient data (which has several advantages 
over analysis on aggregate-level data (13)), 
since patient-level data is often confiden-
tial or protected by corporate interests.  
Moreover, many other biases linked to 
study selection may influence the estimates 
and the interpretation of findings: citation 
bias, time-lag bias and multiple publica-
tions bias (12).
To overcome these biases, several tools are 
available. For example, the sensitivity analy-
sis can spot bias by exploring the robustness 
of the findings under different assumptions.

Quality of included studies
The conclusions of a meta-analysis depend 
strongly on the quality of the studies identi-
fied to estimate the pooled effect (14). The 
internal validity may be affected by errors 
and incorrect evaluations during all the 
phases of a clinical trial (selection, perfor-
mance, attrition, detection bias (15)), so 
the assessment of the risk of study bias is 
a central step when one carries out a meta-
analysis. The quality of randomized clini-
cal trials should be evaluated with regard 
to randomization, adequate blinding and 

explanation for dropouts and withdrawals, 
which addresses the issues of both internal 
validity (minimization of bias) and external 
validity (ability to generalize results) (16).
The information gained from quality as-
sessment is fundamental to determine the 
strength of inferences and to assign grades 
to recommendations generated within a re-
view. The main problem during the quality 
assessment process is the inconsistent base 
for judgment: if the studies were re-exam-
ined, the same trained investigator might al-
ter category assignments (6). The investiga-
tor may also be influenced (consciously or 
unconsciously) by other unstated aspects of 
the studies, such as the prestige of the jour-
nal or the identity of the authors (6). 
The published work can and should explain 
how the reviewers made these judgments, 
but the fact remains that these approaches 
can suffer from substantial subjectivity. 
Indeed, it is strongly recommended that re-
viewers use a set of specific rules to assign 
a quality category, aiming for transparency 
and reproducibility.

Publication bias
The biggest potential source of type I error 
(increase of false positive results) in meta-
analysis is probably publication bias (14). 
This occurs when, in clinical literature, 
statistically significant “positive” results 
have either a better chance of being pub-
lished, are published earlier or in journals 
with higher impact factors, and are more 
likely to be cited by others (17). The graphi-
cal representation to evaluate the presence 
of publication bias is the funnel plot. In a 
funnel plot, effect size is plotted versus a 
measure of its precision, such as sample 
size. If no publication bias were present, 
we would expect that the effect size of each 
included study to be symmetrically distrib-
uted around the underlying true effect size, 
with more random variation of this value in 
smaller studies. Asymmetry or gaps in the 
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plot are suggestive of bias, most often due 
to studies which are smaller, non-significant 
or have an effect in the opposite direction 
from that expected, having a lower chance 
of being published (14). Therefore, it is im-
portant to note that conclusions exclusively 
based on published studies can be mislead-
ing. Methods as Trim and Fill (18) allow es-
timation of an adjusted meta-analysis in the 
presence of publication bias. 

Small-study effect
The small-study effect occurs when small 
studies have systematically different effects 
from the large ones.
It has often been suggested that small trials 
tend to report larger treatment benefits than 
larger trials (19, 20). 
Such small-study effects can result from a 
combination of lower methodological qual-
ity of small trials or publication bias (small 
studies with negative effects are unpub-
lished or less accessible than larger studies) 
or other reporting biases (15). However, this 
effect could also reflect clinical heterogene-
ity, if small trials were more careful in se-
lecting patients, so that a favorable outcome 
of the experimental treatment might be ex-
pected (21). Researchers that are worried 
about the influence of small-study effects on 
the results of a meta-analysis in which there 
is evidence of between-study heterogene-
ity (I2>0) should compare the fixed- and 
random-effects estimates of the treatment 
effect. If the estimates are similar, then any 
small-study effect has little effect. If the 
random-effects estimate is more beneficial, 
researchers should consider whether it is 
reasonable to conclude that the treatment 
was more effective in smaller studies. This 
is because the weight given to each included 
study through the random effect model is 
less influenced by the sample size than that 
given by means of the fixed effects model. In 
the eventuality that the small-study effect is 
present, the researcher should consider ana-

lyzing only large studies (if these tend to be 
conducted with more methodological strin-
gency (22)). One must note that if there is 
no evidence of heterogeneity between stud-
ies, the fixed- and random-effects estimates 
will be identical, so there will be an actual 
difficulty in identifying the small-study ef-
fect (12).

Data analysis
The degree of heterogeneity is another im-
portant limitation, and the random effects 
model should be used during the data anal-
ysis phase to incorporate in the treatment 
effect the identifiable or non-variability 
between-studies (23). It is fundamental to 
observe that exploring heterogeneity in a 
meta-analysis should start at the stage of 
protocol writing, by identifying a priori 
which factors are likely to influence the 
treatment effect. Visual inspection of the 
meta-analysis plots may show whether the 
results of a subgroup of studies have the 
same overall direction of the treatment ef-
fect. One should pay attention to meta-
analysis in which results have a discordant 
treatment effect for groups of studies and 
no explanation of variance has been done. 
Sources of variation should be identified 
and their impact on effect size should be 
quantified using statistical tests and meth-
ods, such as analysis of variance (ANOVA) 
or weighted meta-regression (14). 
Actually, when high heterogeneity is evi-
dent, individual data should be not pooled 
and definitive conclusions should be drawn 
when more studies become available.  
Moreover, meta-analysis makes it possible 
to look at events that were too rare in the 
original studies to show a statistically sig-
nificant difference. However, analyzing rare 
events represents a problem because small 
changes in data can determine important 
changes in the results and this instabil-
ity can be exaggerated by the use of rela-
tive measures of effect instead of absolute 
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ones. To overcome this problem several 
methods have been proposed (12,24,25). 
Another problem that affects meta-analysis 
carried out with aggregate data, is the eco-
logical fallacy that arises when the aver-
ages of the patient’s features fail to prop-
erly reflect the individual-level association 
(26). The best scenario is when data at an 
individual-level is available, but it is equally 
true that there is resistance from authors 
to allow ready access to their own dataset 
containing individual patient data. Very of-
ten aggregate data is the only information 
offered.
Finally, it is essential to spend a few mo-
ments discussing the common problem that 
occurs when one wants to perform multiple 
subgroup analysis, according to multiple 
baseline characteristics, and then examine 
the significance of effects not set a priori 
into the protocol.
Testing effects suggested by data and not 
planned a priori considerably increase the 
risk of false-positive results (27). To mini-
mize this error it is important to identify 
the effects to test before data collection and 
analysis (5); otherwise, one may adjust the 
p-value according to the number of analy-
sis performed. In general, post hoc analysis 
should be deemed exploratory and not con-
clusive. 

CONCLUSION

Important decisions in a systematic re-
view are often based on understanding the 
medical domain and not the underlying 
methodology. The clinical question must 
be relevant to clinicians and the outcomes 
must be important for patients. Efforts are 
made to avoid bias by including relevant 
research, using adequate statistical method-
ology and interpreting results based on the 
context and available evidence. Published 
reports should include quality criteria and 

should describe the selected tools and their 
reliability and validity. The synthesis of the 
evidence should reflect the a priori analytic 
plan including quality criteria, regardless 
of statistical significance or the direction of 
the effect. Published reviews should also in-
clude justifications of all post hoc decisions 
to synthesize evidence. Organizing and car-
rying out a meta-analysis is hard work, but 
the findings can be significant. In the best-
case scenario, by revealing the magnitude of 
effect sizes associated with prior research, 
meta-analysis can suggest how future stud-
ies might be best designed to maximize their 
individual power. 
On the other hand, low-powered analy-
sis based on a small number of studies 
can still provide useful insights by reveal-
ing publication bias through a funnel plot 
or highlighting a deficiency in a particu-
lar topic that deserves further attention.  
Meta-analysis represents a powerful way 
to summarize data and effectively increase 
sample size to provide a more valid pooled 
estimate. 
However, the results of a meta-analysis 
should be interpreted in the light of the 
various checks previously discussed in this 
work, which can inform the readers of the 
likely reliability of the conclusions.
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